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ABSTRACT 

A technique for modeling and constructing algorithms for recognition, 

classification, control of the reliability of the transmission of text elements based 

on the mechanisms of fuzzy sets, inference algorithms, and neuro-fuzzy networks 

is proposed. Estimates of specific characteristics of images are obtained, which 

increase the accuracy of identification, recognition, segmentation, and 

classification of objects. 
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Relevance of Research 

Currently, much attention is paid to the creation of various applied applications 

for solving intellectual problems using the theory of fuzzy sets and systems and 

neural networks (NN), which have shown themselves well in solving image 

processing problems in fingerprint identification, face recognition, hand 

geometry, etc. Moreover, the methods of combining the capabilities of fuzzy 

models and NN allow building effective computer technologies for processing 

handwritten characters, speech sounds, text elements, and mechanisms for 

identifying, recognizing, and classifying images [1,2]. So, for example, neuro-

fuzzy networks (NFN) for error control in texts have a number of undoubted 

advantages that distinguish it from other types of systems, among which it is worth 

mentioning the ease of implementation, the high speed of the learning algorithms, 

as well as the high reliability and accuracy of recognition and classification [3,4]. 
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This work is devoted to solving problems of improving the quality of images of 

objects (letters, symbols) by filtering noise components, segmentation and 

clustering of images [5,6]. 

 

Mechanism of Fuzzy Filtering of Images of Text Elements 

A mechanism is proposed that, based on the NFN, performs fuzzy text processing, 

has two main features: 

- The used fuzzy filter calculates the fuzzy increment in such a way that it is less 

sensitive to local changes in the structures and boundaries of the image; 

- Membership function (FF) NFN adapts to the noise components to perform 

fuzzy filtering (smoothing), where it is assumed that the noise is evenly distributed 

throughout the image.  

The principle of applying a fuzzy filter is as follows [7,8]: 

- The pixel value of the image is determined depending on the values of the 

surrounding neighboring pixels and the filter is required to provide a high degree 

of discrimination between noise and image structure; 

- Increments between pixels are determined for each pixel, an estimated degree is 

calculated, which characterizes how large or small the increment is in a certain 

direction; 

- A small fuzzy increment corresponds to noise, a large fuzzy increment - to the 

boundaries of objects. 

Figure 1 shows the location of a pixel relative to its neighboring pixels NW, N, 

NE, E, SE, S, SW, W for an image area of 3x3 pixels. 
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Figure 1. patches of the micro object image. 

 

The simple increment of the central pixel ),( yx  in the D direction - NW, N, NE, 

E, SE, S, SW, W is defined as the difference between the pixel with ),( yx  

coordinates and one of the adjacent pixels in the D direction. Let's denote the 

increments as ),( yxD : 
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),()1,(),( yxIyxIyxN  .                                           (1) 

),()1,1(),( yxIyxIyxSW  .                                       (2) 

The fuzzy increment is based on the following consideration. If the object border 

is positioned along the SW-NE direction, then the value of increment ),( yxNW  

will be large, but the value of the increments of neighboring pixels that are 

perpendicular to the direction of the object border will also be large, i.e. 

)1,1(  yxNW  and )1,1(  yxNW  [9,10].  

If it is found that two of the three increments are small, then it is considered that 

there are no object boundaries in the considered direction. In this case, the fuzzy 

increment is defined by the concept of "small", and the MF )(umk  for this concept 

is taken as:  














,,0

;0,1
)(

ku

ku
k

u

umk                                                  (3) 

where k  is an adaptive parameter. 

The fuzzy increment value for a pixel in the NW direction is calculated using the 

following rule: 
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Note that a total of eight such fuzzy rules are built, applied for each of the 

directions. 

The functioning of the image filtering algorithm is to identify the boundaries of 

the structure of objects in the form of implementations of a fuzzy increment [12]. 

 

Segmentation and selection of object image contours  

For segmentation and selection of object image contours, a multilayer NN is used, 

which performs image segmentation by extracting adaptive thresholds using fuzzy 

labels. The output of the network is described as a fuzzy set and an error function 

of the segmentation process [13,14]. 
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Note that in the process of segmentation, the image is divided into constituent 

objects. Here the following formal definition is used. Let F  be the grid of all 

image pixels, i.e. set of all pairs: 

MjNijiF NM ,...,2,1;,...,2,1:)},{(  . 

Herewith  

n
i i FF1  , 0ji FF  , ji  . 

The fuzzification of the input image is done using the pixel values. The HNN 

performs adaptive multilevel segmentation using labels obtained by fuzzy 

filtering. Training is carried out without a teacher, i.е. the network learn to find 

signs of class generalization in the input information [15,16]. 

The NN output is described by a fuzzy distribution and a fuzzy classification error. 
 

The general algorithm for the functioning of the NNS includes the following 

steps. 

Stage 1. Forming a histogram of the input image and counting the number of 

pixels with certain intensities. 

Stage 2. Finding fuzzy labels. 

Stage 3. Cluster validation, where the main element is a self-organized NN. The 

peculiarity of such an NS is as follows. 

The input of the NN receives normalized information in the range [0,1], which is 

proportional to the intensity of the pixel. The outputs of each neuron have a value 

in the range [0,1]. During training, an error is calculated at each iteration, which 

is used to update the weights. Training continues until the minimum error is 

reached or the maximum training iteration is reached. The output of the system at 

this stage will be a set of segmented images. 

Stage 4. Determination of the segmentation error function. First, the input image 

is phasified, and then the error function is calculated by determining the level 

distribution of each hue with respect to the fuzzy entropy. 

Stage 5. Adaptive thresholding. This stage consists of the thresholding system 

itself, the fuzzy entropy calculation unit, and the learning and adaptation 

algorithm. In this case, adaptive thresholding is based on the following provisions. 

The network consists of input, hidden and output layers. Each layer consists of 

NM   neurons, each neuron corresponds to an image pixel, and each layer neuron 

is connected only to the corresponding neuron of the previous layer, as well as to 

neurons with a neighborhood degree d .  
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There is no connection between neurons of the same layer. The NN weights 

cannot be initialized with a random number, they are all set to 1. 

In order to provide more than two stable states of the neuron at the output, a special 

activation function has been developed, which consists of a set of sigma-like 

functions with multiple levels. 

Stage 6. Defuzzification. At the same time, the NN works with pixel intensities, 

and not with fuzzy MF values. The output of the NN is initially considered in 

terms of gray, which is further converted to fuzziness to determine the error. 

 

Algorithm for fuzzy control of the reliability of texts 

Let's start with image recognition of text elements. It is required that the unknown 

object U be recognized reliably, for which the fuzzy representation U is compared 

with each fuzzy model by determining the measure of similarity. An unknown 

object is considered to be recognized reliably when it belongs to class C with the 

highest measure of similarity [17]. 

In this case, for each instance of the object i , a bounding mask is defined (for 

example, the minimum rectangle or oval), which is parallel to the coordinate axes 

and contains an instance of i . Let's denote the horizontal and vertical spaces by 

the dimensions of the bounding mask containing the i  instance. The recognition 

and classification algorithm includes the following steps.  

Step 1. A fuzzy division of the horizontal and vertical spaces into T  and K  

intervals is made, where KT  .  

Step 2. Based on the values of T  and K , the size of the intervals is optimized in 

such a way as to highlight those structures of the object that are most important 

for fuzzy modeling of the same object.  

Step 3. For horizontal and vertical spaces, a triangular MF is constructed for each 

interval extremum, which is the modal value of the fuzzy set, i.e. it is assumed 

that the value of the MF at this point is equal to 1. Each MF covers two 

neighboring intervals, the only exceptions are the first and last interval of each 

space, for which the MF is purely its own.  

Step 4. A label is determined for each fuzzy set. Note that the distribution of the 

point of the object ),( pp vhp  , used for the structural model of the object, has the 

greater value, the closer the horizontal coordinate ph  is to the modal value of the 

fuzzy set. 

 



 

   ISSN: 2776-0987            Volume 3, Issue 3, Mar., 2022 
 

17 

  

Step 5. Modal values are selected in such a way as to emphasize the important 

values of the points of the object, which are determined based on the proximity of 

the coordinates of these points to the moral values. Note that the number and 

arrangement of modal values should be optimized so that they truly reflect the key 

characteristics of the object. 

 

Conclusion 

A technique has been developed for constructing a neuro-fuzzy system for 

checking the reliability of text elements based on fuzzy recognition and 

classification mechanisms, which make it possible to provide: improving the 

quality of the transmitted image by filtering noise components; segmentation and 

clustering of objects present in the image; classifications at the Representative and 

Application layers of the OSI model. It has been determined that the proposed 

methods and algorithms for fuzzy inference and NN are powerful tools for 

building hardware-software systems for monitoring and processing text messages. 
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